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1. INTRODUCTION

Mobile devices, like smartphones and tablet computers, are widely employed and represent an integral part of our everyday life. Due to this tight integration, these devices store and process sensitive information. In order to protect this data as well as the users’ privacy, appropriate mechanisms must be implemented. For instance, the Android operating system relies on two fundamental security concepts, namely the concept of sandboxed applications and a permission system. Sandboxing is ensured by the underlying Linux kernel by assigning each application a unique user ID (UID). This means that an application’s resources can only be accessed by this application itself, whereas applications running in parallel on the same device do not gain direct access to other applications. The permission system ensures that applications must explicitly request specific permissions for dedicated resources, for example, access to the GPS sensor or the Camera, which might harm the users’ privacy.

Although Android relies on the two concepts of sandboxing and permissions, applications running in parallel on the same device are still able to gain information about other applications by exploiting shared resources. Examples are the list of installed applications, the memory footprint of applications, the data-usage statistics, and also the speaker status (speaker on/off). Even though this information seems to be innocuous, sensitive information can be inferred as has been demonstrated by Jana and Shmatikov [22] and Zhou et al. [44]. Studies like these do not exploit specific vulnerabilities of applications but investigate and demonstrate weaknesses of fundamental security concepts on mobile devices.

In order to advance the field of mobile security and to protect the user’s privacy, a thorough understanding regarding the limitations of fundamental security concepts is required.

In this work, we study the information leakage of the publicly available data-usage statistics on Android. More specifically, Android-based smartphones track the amount of incoming/outgoing network traffic on a per-application basis. This information is used by data-usage monitoring applications to inform users about the traffic consumption. However, while this feature might be helpful to stick to one’s data plan and to identify excessive data consumptions of applications, we show that this seemingly innocuous information allows to infer a user’s visited websites. Thereby, we demonstrate that the READ_HISTORY_BOOKMARKS permission, which is intended to protect this sensitive information, is actually useless as any application without any permission at all is able to infer visited websites rather accurately.

The exploitation of observed “traffic information” to infer visited websites is known as website fingerprinting [21, 37]. Thereby, an attacker aims to match observed “traffic information” to a previously established mapping of websites and
their corresponding “traffic information”. Most of the investigations in this area of research consider an attacker who sniffs the traffic information “on the wire”. This means that the attacker needs to be located on the client’s network or on the ISP’s router near the client. However, as Android allows an attacker to capture the required data directly on the smartphone without any permission, we show that an attacker is not required to be located somewhere on the victim’s network. Hence, the rather strong assumption of a network-based attacker is not required for website fingerprinting attacks. Furthermore, our attack is invariant to traffic noise of other applications—one of the major drawbacks of network-based attacks—as Android captures these statistics on a per-application basis. Compared to existing website fingerprinting attacks, we significantly reduce the computational complexity of classifying websites as we do not require a dedicated training phase, which sometimes requires several hundred CPU hours [38, 39]. Instead, we rely on a simple yet efficient classifier.

Based on our observations, we developed a proof-of-concept application that captures the data-usage statistics of the browser application. With the acquired information in a closed-world setting of 500 monitored websites of interest, we are able to classify 97% of 2,500 visits to these pages correctly. The fact that not even Tor on Android (the Orbot1 proxy in combination with the Orweb2 browser) is able to protect the user’s page visits clearly demonstrates the rather delicate issue of this fundamental design flaw.

1.1 Further Security Implications

We stress that the presented attack can be combined with related studies to obtain even more sophisticated attack scenarios. For instance, sensors employed in mobile devices—including the accelerometer, the gyroscope, and also the ambient-light sensor—have been shown to be exploitable in order to infer the user’s keyboard inputs without any permission (cf. [1, 3, 31, 34, 36, 41]). In combination with such sensor-based keyloggers, our attack would allow an adversary to determine when a user visits a specific website and to gather login credentials for specific websites. Such an attack does not only endanger the users’ privacy but also allows for large-scale identity theft attacks. Thus, OS developers need to deal with this problem in order to prevent users from such severe privacy threats and identity thefts.

1.2 Contribution

The contributions of this work are as follows. First, we investigate the information leakage through the data-usage statistics published by the Android OS. Based on this investigation, we provide an adversary model for a realistic attack scenario that allows for large-scale attacks against the browsing behavior of smartphone users. Furthermore, we discuss how to capture the required information and we show how to infer the browsing behavior with a high accuracy, including a setting where traffic is routed through the anonymity network Tor. We compare our results with existing fingerprinting attacks and show that our attack (1) outperforms these attacks in terms of accuracy, (2) can be deployed significantly easier than existing attacks, and (3) is more efficient in terms of computational complexity. Hence, our attack can be easily deployed on a large scale.

1.3 Outline

The remainder of this paper is organized as follows. In Section 2, we introduce website fingerprinting and related work. In Section 3, we discuss the feature of data-usage statistics captured by the Android OS and how this information relates to the actual transmitted TCP packets. Based on these observations, we outline the adversary model and possible attack scenarios in Section 4 and we discuss our chosen attack approach in Section 5. We extensively evaluate the results in Section 6 and discuss possible countermeasures in Section 7. Finally, we conclude this work in Section 8.

2. BACKGROUND AND RELATED WORK

Website fingerprinting can be considered as a supervised machine-learning problem, namely a classification problem. The idea is to capture the “traffic signature” for specific websites—which are known to the attacker—during a training phase. The “traffic signature” consists of specifically chosen features like unique packet lengths, packet length frequencies, packet ordering, inter-packet timings, etc. In order to capture this information, the attacker loads different websites and observes the resulting “traffic signature”, which is usually done somewhere on the network. During the attack phase, an observed “traffic signature” can be classified according to the previously trained classifier.

Most related work in the context of website fingerprinting attacks operate in the closed-world setting. In contrast to the open-world setting, the closed-world setting assumes that the victim only visits a specific set of monitored websites. Furthermore, most fingerprinting attacks assume a passive attacker, although studies considering an active attacker also exist [19]. In contrast to passive attackers, active attackers can influence the transmitted packets, e.g., by delaying specific packets. Thus, active attacks rely on stronger assumptions of the attacker’s capabilities.

Subsequently, we summarize related work according to the exploited information and how this information is gathered. We start with attacks that require access to the victim’s network trace or to the ISP’s router near the victim. Afterwards, we continue with remote adversaries and finally we discuss the exploitation of shared resources on the victim’s device, which is the category of attacks our work belongs to.

2.1 On the Wire

Back in 2002, Hintz [21] mentioned that encrypted traffic does not prevent an adversary from inferring a user’s visited website. In fact, the simple observation of the amount of transferred data—which is not protected by means of SSL/TLS (cf. [36])—allows an adversary to infer the visited website. Similarly, Sun et al. [37] mentioned that the observation of the total number of objects and their corresponding lengths can be used to identify websites, even if the content itself is encrypted.

While early studies [21, 37] exploited the actual size of web objects, a more recent study [27] focused on the exploitation of individual packet sizes. Such fingerprinting attacks have been demonstrated to work against the anonymity network Tor [6, 35, 39] and also against WEP/WPA encrypted communication as well as IPsec and SSH tunnels [2, 28]. Recently, also evaluations of different attacks and countermeasures under different assumptions have been done [5, 24].

Instead of inferring specific websites, Chen et al. [7] extracted illnesses and medications by observing the sequence
of packet sizes. Similarly, Conti et al. [8] inferred a user’s interaction with specific Android applications, e.g., Gmail, Twitter, and Facebook, based on the transmitted packets. In order to eavesdrop on the transmitted packets, they routed the network traffic through their specifically prepared server.

2.2 Remote
Timing attacks on the browser cache [14, 26] can be used to infer whether or not a user visited a specific website before. More specifically, by measuring the loading time of a specific resource, an attacker can determine whether it was served from the browser’s cache or not. Similarly, CSS styles of visited URLs can be used to determine the browsing behavior [23]. Gong et al. [15, 16] even demonstrated that fingerprinting can be done remotely when given the victim’s IP address. Therefore, the attacker sends ping requests to the user’s router and computes the round-trip time, which correlates with the victim’s HTTP traffic. Another remote exploitation has been demonstrated by Oren et al. [33], who showed that JavaScript timers can be used to distinguish between memory accesses to the CPU cache and the main memory, which allows for so-called cache attacks via JavaScript. Based on these precise JavaScript timers, they were able infer page visits to a set of 8 websites. Similarly, Gruss et al. [17] exploited so-called page-deduplication attacks to infer page visits to a set of 10 websites.

2.3 Local
In 2009, Zhang and Wang [42] exploited the /proc file system to infer inter-keystroke timings and argued that the privacy risks of the /proc file system need to be investigated further. This has been done, for instance, by Jana and Shmatikov [22] who demonstrated the possibility to fingerprint websites based on the browser’s memory footprint, which is available via the /proc file system. In addition, Zhou et al. [44] demonstrated that the data-usage statistics of Android applications can be used to infer the user’s activities within three Android applications, namely Twitter, WebMD, and Yahoo! Finance. Later, Zhang et al. [43] exploited the data-usage statistics of an Android-based Wi-Fi camera to determine when the user’s home is empty.

Even though Zhou et al. [44] and Zhang et al. [43] started the investigation of the information leakage through the data-usage statistics on Android devices for specific applications, a detailed study regarding the applicability of this information leakage to infer websites has not been done yet. Compared to the work of Jana and Shmatikov [22] who exploit the memory footprint of the browser application for website fingerprinting attacks, we demonstrate a significantly more accurate attack by exploiting the data-usage statistics.

3. ANDROID DATA-USAGE STATISTICS
Android keeps track of the data usage in order to allow users to stick to their data plan. This accounting information is available through the public API as well as through the /proc file system. More specifically, the TrafficStats API as well as /proc/uid_stat/[UID]/tcp_rcv/tcp_snd provide detailed information about the network traffic statistics on a per-UID basis. Since every Android application is assigned a unique UID, these traffic statistics are gathered on a per-application level. In order to observe the data-usage statistics of an application, e.g., the browser, the correspond-

![Figure 1: TCP packet lengths according to tcpdump and data-usage statistics on the smartphone.](image-url)
The same observation also holds for the incoming traffic on the server and the outgoing traffic on the smartphone, which are indicated below the x-axis. The corresponding TCP packet lengths can be observed in the outgoing data-usage statistics (366, 364).

The plots in Figure 1 illustrate the observed TCP packet lengths when loading the website for the first time, i.e., without any data being cached. When visiting the website for the second time, the traffic signature slightly changes. More specifically, the second part of the packet sequence (1448, 1448, 1448, 71) is missing as the embedded image is not requested anymore. However, some packet lengths remain the same, regardless of whether the website is cached or not.

**Sampling Frequency.** Zhou et al. [44] reported to be able to observe single TCP packet lengths with a sampling frequency of 10 Hz most of the time. We performed experiments with higher sampling frequencies but also observed the aggregation of multiple TCP packet lengths as one “larger” packet from time to time. A more detailed investigation of specific browser implementations—which is beyond the scope of this paper—might reveal further insights regarding the missed TCP packet lengths and might allow to pick up every single TCP packet properly. Nevertheless, even with some TCP packet lengths being accumulated into one observation, we can successfully exploit this side channel with a sampling frequency between 20 Hz and 50 Hz.

### 3.2 Usage Statistics for Real Websites

In order to investigate the information leakage for real websites, we developed an application that performs the following actions. First, we launch the browser and retrieve its UID. Then, we load three different websites (google.com, facebook.com, and youtube.com) and monitor tcp_snd and tcp_rcv for a period of ten seconds. The resulting plots can be seen in Figure 2. According to the notion of Jana and Shmatikov [22], these measurements are *stable*, meaning that these observations are similar across visits to the same page, and also *diverse*, meaning that these observations are dissimilar for visits to different pages. Hence, this plot confirms our previous observation that the data-usage statistics can be used to distinguish websites. A similar plot can be obtained from the tcp_snd file, i.e., the outbound network traffic, but has been omitted due to reasons of brevity.

### 3.3 Usage Statistics in the Tor Setting

**Background on Tor.** Before we investigate the information leakage of the data-usage statistics in case the network traffic is routed through the Tor network, we start with some background information on Tor. The major design goal of Tor [10] is “to frustrate attackers from linking communication partners” by considering an attacker who can, for instance, observe the network traffic. Therefore, a user runs a so-called onion proxy that is responsible for handling connections from user applications (e.g., the browser), fetching directories (e.g., known onion routers), and establishing circuits (paths) through the network. Such circuits consist of multiple onion routers—which are connected by means of a TLS connection—and are updated periodically. However, establishing such circuits is a costly action that takes some time, which is why multiple TCP streams share one circuit. The onion proxy accepts TCP streams from user applications (browsers) and forwards the data in fixed-size cells (512 bytes) through the TLS connection to the Tor network.

### Information Leakage

In order to investigate the information leakage for traffic routed through the Tor network, we installed the Orweb browser and the corresponding Orbot proxy. The Orweb browser represents the user application and the Orbot proxy represents the onion proxy that handles connections from the Orweb browser and forwards the data to the Tor network. Since websites take longer to load, we increased the time for sampling the data-usage statistics to 20 seconds. As Tor on Android relies on two different applications, i.e., the Orweb browser and the Orbot proxy, we investigated the information leakage for both applications. While the Orweb browser communicates with the Orbot proxy only, the Orbot proxy communicates with the browser as well as the Tor network. Thus, the data-usage statistics for the Orbot proxy are slightly higher. However, both applications revealed the exact same behavior, i.e., the data-usage statistics yield stable and diverse plots, which can be exploited for website fingerprinting attacks. We also installed Firefox 42.0 and configured it to use the Orbot proxy. Repeating the experiment yields the same result, i.e., the data-usage statistics gathered for Firefox allow us to perform website-fingerprinting attacks even if Firefox is configured to route the network traffic through the Tor network. We stress that this is not a vulnerability of Tor or any browser but a fundamental weakness of the Android OS.

Even though data is sent through the Tor network in fixed-size cells (512 bytes), the data-usage statistics leak enough information to perform website fingerprinting attacks. We do not even need to extract complex features as in case of network-based fingerprinting attacks. Instead, the simple yet efficient observation of the data-usage statistics allows us to infer the user’s visited websites as if the browser accesses the website directly (cf. Section 3.2).

### 3.4 Usage Statistics for Mobile Connections

The above performed experiments have been carried out with WLAN connections. For the sake of completeness, we also performed experiments with mobile data connections to be sure that we observe the same information leakage when the device is connected, e.g., via the 3G wireless network. The results confirmed our initial observations regarding the data-usage statistics also for mobile connections.
3.5 API and /proc Support

Table 1 summarizes our test devices and their corresponding configurations. On most of these devices, we accessed the corresponding files within the /proc file system to retrieve the data-usage statistics. However, on the Alcatel One Touch Pop 2, the uid_stat file does not exist within the /proc file system, yet the TrafficStats API returned the accumulated bytes received (getUidRxBytes([uid])) and transmitted (getUidTxBytes([uid])) for a given UID. Similarly, on the Samsung Galaxy SIII, we always retrieved 0 when querying the TrafficStats API, but still we were able to read the data-usage statistics from the /proc file system.

To summarize our investigations, on some devices an attacker needs to rely on the /proc file system, while on others the attacker needs to rely on the TrafficStats API. However, all test devices showed the same information leakage through the data-usage statistics.

REAL_GET_TASKS Permission in Lollipop. Since Android Lollipop (5.0), the REAL_GET_TASKS permission is required to retrieve all running applications via ActivityManager.getRunningAppProcesses(). However, one can bypass this permission by retrieving a list of installed applications via PackageManager.getInstalledApplications(). The returned information also contains the UID for each of the installed applications. Now, instead of waiting for the browser application to show up in the list returned via getRunningAppProcesses(), the malicious application can also wait for the tcp_rcv file to be created, which indicates that the application with the given UID has been started. Another alternative to retrieve all running applications is the unprivileged ps command. Thus, even on Android Lollipop, our malicious service can be implemented without any suspicious permission and is still able to wait in the background for the browser application to start.

4. ADVERSARY MODEL AND SCENARIO

Traditional website fingerprinting attacks consider a network attacker who is located somewhere on the victim’s network. As illustrated in Figure 3, the adversary observes the encrypted communication between a client and a proxy (or similarly the encrypted communication between the client and the Tor network). In contrast, we consider an attacker who managed to spread a malicious application through a popular app market like Google Play or the Amazon Appstore. The malicious application running in an unprivileged mode represents a passive attacker that observes the incoming and outgoing traffic statistics for any target application, e.g., the browser. Figure 4 illustrates this attack scenario for traffic routed through the Tor network. In this case, the user browses the web with the Browser application (e.g., Orweb) and the traffic is routed through the Tor network by means of a dedicated Proxy (e.g., Orbot). However, our attack works analogously in case the browser connects to websites directly. Furthermore, our attack also works against the Proxy application, as has been discussed in Section 3.3.

According to the notion of Diaz et al. [9], our attacker is passive as it cannot add, drop or change packets. However, this also means that our attacker is lightweight in terms of resource usage as it runs in the background and waits for the browser application to start. Below we describe two possible attack scenarios, one where the training data is gathered on dedicated devices and another one where the attack application gathers the training data directly on the device under attack. Note that the INTERNET permission is not required at all due the following reasons. Since Android Marshmallow (6.0), the INTERNET permission is granted automatically\(^3\) and below Android 6.0, ACTION_VIEW\(^4\) Intents can be used to access the Internet via the browser without this permission.

Since the application never requires any suspicious permission nor exploits specific vulnerabilities except accesses to publicly readable files and the Android API, the sanity checks performed by app markets (e.g., Google Bouncer) will not detect any malicious behavior. Thus, the application can be spread easily via available app markets. Based on the presented adversary model and the low effort to spread such a malicious application, there is a significantly higher attack potential than in previous fingerprinting attacks. Furthermore, as discussed in Section 1.1, an attacker could combine website fingerprinting attacks with sensor-based keyloggers to launch large-scale identity theft attacks.

\(^{4}\)http://www.leviathansecurity.com/blog/zero-permission-android-applications
4.1 Possible Attack Scenarios

In order to exploit the information leakage, we consider two different attack scenarios.

Scenario 1. For this scenario we assume that the malicious application does not capture the required training data on the device itself. Instead, a more powerful adversary gathers the training data on specifically deployed devices. The application only waits for the browser to start, gathers the traffic information, and sends the gathered data to the remote server that infers the visited websites. In order to match the device name of the attacked device with the training devices, the android.os.Build API can be used.

Scenario 2. For this scenario we assume that the malicious application captures the required training data directly on the device. Therefore, it triggers the browser to load a list of websites, one after each other, via the ACTION_VIEW Intent. While the browser loads the website, the malicious application captures the traffic statistics from tcp_rcv and tcp_snd, which then acts as training data. After collecting the required training data, the application waits in the background until the unsuspecting user opens the browser and starts browsing the web. Then, the application gathers the traffic statistics from tcp_rcv and tcp_snd again, and matches the collected information against the previously established training data to infer the visited websites.

A technicality that needs to be solved in case of scenario 2 is that users should not notice the gathering of the training data. For that purpose, we note that Zhou et al. [44] demonstrated the possibility to (1) wait for the screen to dim before launching the browser, and (2) to close the browser after loading the website. Thereby, the user does not observe any suspicious behavior, even though the application launches the browser application in the foreground. However, the main drawback of this approach is that the device might switch to sleep mode and pause all activities, which means that gathering the training data takes some time.

4.2 Assumptions

According to Wang et al. [38], existing fingerprinting attacks rely on two assumptions. We briefly summarize these assumptions and argue why our attack approach is more realistic than existing fingerprinting attacks.

1. The attacker knows the start and the end of a packet trace.

This assumption is based on the observation that users take some time to load the next webpage. We justify this assumption by arguing that we are able to determine when the browser starts. Thus, we are able to observe the first trace. Afterwards, we assume that the user takes some time to load the next page.

2. The client does not perform any other activity that can be confused with page-loading activities, for example, a file download.

Hayes and Danezis [18] pointed out that it is highly unlikely that an attacker will be able to gather traffic information without background traffic, which limits the applicability of existing website fingerprinting attacks. However, Android captures the data-usagen statistics on a per-application basis and, thus, our approach is invariant to network activities of other applications. For instance, our attack also works in case an e-Mail app, WhatsApp, or any other app fetches updates in the background while the user browses the web. In contrast, it is highly unlikely that the network traffic on the wire does not contain any background traffic.

Another thing that needs to be clarified is the browser’s caching behavior. For our experiments, we do not clean the cache before loading a page as we assume that adversaries might be interested in identifying frequently visited websites of a user. If users frequently visit specific websites, then these sites are most probably already cached. Still, specific parts of the TCP packets are equal between cached and non-cached pages, as has been discussed in Section 3.1. Our experiments with the Orweb browser use the default settings, meaning that caching of websites is disabled. Thus, we provide insights for both settings of the caching behavior.

5. ATTACK DESCRIPTION

Based on the presented adversary model and attack scenarios, we now describe the attack in more detail. First, we discuss how to gather the required traffic statistics for a set of monitored websites. Afterwards, we describe the employed classifier to infer the visited websites.

5.1 Gathering Traffic Signatures

The list of monitored websites might, for example, be chosen according to specific interests like political interests, sexual orientation, illnesses, or websites that are supposed to be blocked. For our evaluation, we decided to use popular websites among different categories according to alexa.com. The fact that Tor browsers, e.g., Orweb, do not cache pages, leads to the realistic scenario that an adversary wants to monitor landing pages (cf. [18]). Thus, we consider our chosen setting for the evaluation as being realistic.

Algorithm 1 summarizes the basic steps to establish the required training data denoted as traffic signature database $T$. The algorithm is given a list of monitored websites $W$, the desired number of samples per website $n$, a profiling time $\tau$, and a sampling frequency $f$. For each website $w_i \in W$, the algorithm loads this website within the browser. While the browser application loads the website $w_i$, we gather the data-usage statistics $f$ times per second for a period of $\tau$ seconds. Each tuple $(w_i, t_i)$, which is denoted as one sample for a specific website $w_i$, is added to $T$. These steps are repeated until $n$ samples have been gathered for each website. Finally, the algorithm returns the traffic signature database $T$.

**Algorithm 1: Gathering training samples.**

**Input:** List of monitored websites $W$, number of samples per website $n$, profiling time $\tau$, sampling frequency $f$

**Output:** Traffic signature database $T$

Launch browser application and retrieve its UID

repeat $n$ times

foreach website $w_i$ in $W$ do

simultaneously

Launch website $w_i$ in browser

while profiling time $\tau$ not passed do

$f$ times per second

read tcp_rcv and append to $t_{IN}$

read tcp_snd and append to $t_{OUT}$

end

$t_i \leftarrow \{t_{IN}, t_{OUT}\}$

Add tuple $(w_i, t_i)$ to $T$

end

end
5.2 Classification

The traffic signature database $T$ requires only minor preprocessing before the actual classification. More specifically, we removed samples of websites that did not load, i.e., we removed tuples $(w_i, t_i)$ from $T$ where all entries in $t_i$ are 0. Furthermore, if $n - 1$ samples for a specific website are removed, we remove the remaining sample as well. We justify this as follows. If this single remaining sample of a specific website is used for training, then it cannot be used for evaluation purposes. Similarly, if we do not have a single sample for training, then this site will never be classified correctly.

We use the Jaccard index as a metric to determine the similarity between two websites. In case of our measurement samples, the Jaccard index as defined in Equation 1 compares two traces $t_1$ and $t_2$ based on unique and distinguishable packet length.

$$\text{Jaccard}(t_1, t_2) = \frac{|t_1 \cap t_2|}{|t_1 \cup t_2|}$$

We consider the traces of the inbound and outbound traffic separately. Hence, our classifier aims to find the maximum similarity for a given trace $t_A = \{tIN_A, tOUT_A\}$ compared to all traces $t_i = \{tIN_i, tOUT_i\}$ within the previously established traffic signature database $T$. We illustrate this similarity measure in Equation 2.

$$\text{Sim}(t_A = \{tIN_A, tOUT_A\}, t_i = \{tIN_i, tOUT_i\}) = \frac{\text{Jaccard}(tIN_A, tIN_i) + \text{Jaccard}(tOUT_A, tOUT_i)}{2}$$

Based on this similarity metric, we implemented our classifier as outlined in Algorithm 2. The algorithm is given a list of monitored websites $W$, a traffic signature database $T$, and the signature $t$ to be classified. As $T$ contains multiple samples $(w_i, t_i)$ for one website, we compute the similarity of $t$ with all these traffic signatures $t_j$ with $1 \leq j \leq n$ corresponding to a specific website $w_j$. Afterwards, we compute the average similarity with all these traces for this specific website $w_i$. Finally, we return the website $w_i$ with the highest average similarity $s_i$ compared to the given trace $t$.

**Algorithm 2: Classification algorithm.**

- **Input:** List of monitored websites $W$, traffic signature database $T$, traffic signature $t$
- **Output:** Website $w$

```
foreach website $w_i$ in $W$ do
  Retrieve all samples $(w_i, t_1), \ldots, (w_i, t_n) \in T$
  $s_i = \text{avg}(\text{Sim}(t_1, t_i), \ldots, \text{Sim}(t_n, t_i))$
  Add tuple $(w_i, s_i)$ to $S$
end
Return $(w_i, s_i) \in S$, s.t. $s_i$ is maximized
```

Compared to network-based fingerprinting attacks, our attack relies on a simple yet efficient classifier. We do not need a dedicated training phase that requires several hundred CPU hours for some network-based fingerprinting attacks (cf. [38, 39]). Still, the testing time of our classifier is comparable to existing fingerprinting attacks and yields highly accurate results as will be discussed in Section 6.5.

6. EVALUATION AND RESULTS

We now evaluate the classification rate for a standard browser application and continue with a setting where the traffic is routed through the Tor network. We also investigate how the classification rate decreases over time and we evaluate the scalability of our attack for larger sets of monitored websites. Finally, we compare our results to related work. All experiments in this section have been performed with data-usage statistics captured via WLAN connections.

6.1 Intra-Day Classification Rate

For our first experiment, we took the 15 most popular websites in the US according to alexa.com and we gathered $n = 5$ samples for each of these websites to establish the signature database $T$. In order to estimate the performance of our classifier, we performed a leave-one-out cross validation. Thus, for each sample $(w_i, t_i) \in T$, we removed this sample (one at a time) from the traffic signature database $T$, and called the classification algorithm (Algorithm 2) with the traffic signature database $T \setminus (w_i, t_i)$ and the traffic signature $t_i$ to be classified.

Figure 5 illustrates the resulting confusion matrix. We indicate the ground truth along the y-axis and the inferred website along the x-axis. Since each of the five page visits to each of these 15 websites has been classified correctly, we achieve a classification rate of 100%. More specifically, each sample $(w_i, t_i)$ has been classified correctly considering the traffic signature database $T \setminus (w_i, t_i)$ for training the classifier.

If we take a look at the 100 most popular websites globally, then we observe a classification rate of 89% for a total of 500 page visits. After further investigations of the resulting confusion matrix, we noticed that several misclassifications occur because google*. pages have been misclassified among each other. For example, google.es has been misclassified as either google.fr, google.it, or google.pl. Nevertheless, we do not aim for a detailed classification of different Google domains and, hence, we merged all websites as shown in Table 2 to be classified as google.com.

![Figure 5: Confusion matrix for the 15 most popular websites in the US.](image)

<table>
<thead>
<tr>
<th>Table 2: Google websites that have been merged</th>
</tr>
</thead>
<tbody>
<tr>
<td>google.co.in google.co.jp google.de</td>
</tr>
<tr>
<td>google.co.uk google.com.br google.fr</td>
</tr>
<tr>
<td>google.ru google.it google.es</td>
</tr>
<tr>
<td>google.ca google.com.mx google.com.hk</td>
</tr>
<tr>
<td>google.com.tr google.co.id google.pl</td>
</tr>
<tr>
<td>google.com.au google.co.kr googleadservices.com</td>
</tr>
</tbody>
</table>

| Figure 5: Confusion matrix for the 15 most popular websites in the US. |
Performing the classification again, we achieve a classification rate of 98% for these 500 page visits. The corresponding confusion matrix can be seen in Figure 6. Merging these Google websites leads to a total of 9 misclassified websites among these 500 page visits, with mail.ru at index 36 being the most commonly misclassified website (4 times).

### 6.2 Classification Rate for Tor

We also evaluated our attack for traffic routed through Tor. Therefore, we gathered n = 5 samples for the top 100 websites in the US by capturing the data-usage statistics of the Orweb browser, but we used a profiling time of 20 seconds as websites accessed via Tor take more time to load. Again, we performed a leave-one-out cross validation resulting in a classification rate of 95% for these 500 page visits.

If we instruct the classifier to return a set of k possible websites, which are sorted according to their probability for being the correct one, then the success rate steadily increases with the number of websites k taken into consideration. As can be seen in Figure 7, taking the two most probable websites (k = 2) into consideration, we achieve a classification rate of 97% and taking the three most probable websites (k = 3) into consideration yields a classification rate of 98%. Similar classification rates can be observed for the standard Android browser where the traffic is not routed through Tor. Although the standard browser yields slightly better classification rates, we did not observe significant differences between the classification rates when accessing websites directly and when accessing websites via Tor.

**Security Implications.** Even though browsers (e.g., Orweb or “private/incognito” modes) do not store the browsing history and the network traffic is protected against specific attacks while being routed through the Tor network, an unprivileged application can infer the user’s browsing behavior for monitored websites. Thus, the **READ_HISTORY_BOOKMARKS** permission does not protect the user’s privacy and even routing the network traffic through Tor provides a false sense of privacy for Android users. Furthermore, given the fact that Orweb disables JavaScript and Flash by default, users do not use Orweb to access sites that heavily rely on these techniques. Hence, attackers explicitly targeting Tor users can significantly reduce the set of monitored websites, which increases the success rate. However, we do not blame the browsers for these security implications but the Android OS.

![Figure 6: Confusion matrix for the 100 most popular websites globally with google*. pages merged.](image)

![Figure 7: Classification rates considering the k most probable websites returned from the classifier.](image)

![Figure 8: Decreasing accuracy for samples captured ∆ days after the training data.](image)

### 6.3 Inter-Day Classification Rate

We also performed experiments with an outdated training set. In order to do so, we used Orweb to collect measurement samples for the top 100 websites in the US a few days after gathering the training data. The evaluation in Figure 8 shows that the accuracy decreases rather slowly. For test data that has been gathered on the same day as the training data (Δ = 0), 95% of all page visits can be inferred. Using the same data to classify 500 page visits captured two days later (Δ = 2) still yields a classification accuracy of 93%. Testing measurement samples captured after five days (Δ = 5) yields a classification accuracy of 91%. Even data gathered one week later (Δ = 7) achieves a classification rate of 85%. Hence, even slightly outdated training data allows to infer websites accurately.

This slowly decreasing classification rate allows an adversary to keep the traffic signature database T for some time, meaning that the adversary does not need to update the database for the monitored websites on a daily basis. Thereby, the attacker’s effort and workload can be reduced significantly, which leads to more practical attacks. Furthermore, this also indicates that the training samples can be gathered after the actual attack samples, which represents another advantage for the attacker (cf. [27]).
Table 3: Websites with the highest number of misclassifications in the inter-day setting

<table>
<thead>
<tr>
<th>Δ days</th>
<th>Website</th>
<th># misclassifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 days</td>
<td>ask.com</td>
<td>5 times</td>
</tr>
<tr>
<td>2 days</td>
<td>twitch.tv</td>
<td>5 times</td>
</tr>
<tr>
<td>2 days</td>
<td>cnn.com</td>
<td>3 times</td>
</tr>
<tr>
<td>5 days</td>
<td>bbc.com</td>
<td>5 times</td>
</tr>
<tr>
<td>5 days</td>
<td>indeed.com</td>
<td>5 times</td>
</tr>
<tr>
<td>5 days</td>
<td>nytimes.com</td>
<td>5 times</td>
</tr>
<tr>
<td>5 days</td>
<td>twitch.tv</td>
<td>5 times</td>
</tr>
<tr>
<td>5 days</td>
<td>espn.go.com</td>
<td>4 times</td>
</tr>
<tr>
<td>6 days</td>
<td>bbc.com</td>
<td>5 times</td>
</tr>
<tr>
<td>6 days</td>
<td>indeed.com</td>
<td>5 times</td>
</tr>
<tr>
<td>6 days</td>
<td>nytimes.com</td>
<td>5 times</td>
</tr>
<tr>
<td>6 days</td>
<td>twitch.tv</td>
<td>5 times</td>
</tr>
<tr>
<td>6 days</td>
<td>espn.go.com</td>
<td>4 times</td>
</tr>
<tr>
<td>7 days</td>
<td>bbc.com</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>bleacherreport.com</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>indeed.com</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>nytimes.com</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>twitch.tv</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>xfinity.com</td>
<td>5 times</td>
</tr>
<tr>
<td>7 days</td>
<td>home depot.com</td>
<td>4 times</td>
</tr>
</tbody>
</table>

Table 3 shows the worst websites (according to their classification accuracy) in case the attack samples are captured Δ days after the training data. As news sites tend to change frequently, it is not surprising that the classification rate decreases for such websites. Based on this observation, an attacker can selectively rebuild the training set for frequently changing websites like news portals, while the training data for more static websites can be kept for a longer period.

We point out that we did not employ any measures to ensure that we exit Tor with a specific country IP. Instead, every time we gathered new test samples, we reconnected to the Tor network by restarting the Orbot proxy. Nevertheless, the classification rates indicate a high success rate even with a training set that is not completely up to date.

6.4 Scalability for Larger World Sizes

In order to investigate the scalability of our attack for a larger set of monitored websites, we consider the top 500 websites. However, we did not route the network traffic through Tor as this would have taken significantly longer. Our results indicate that we are able to classify 97% of 2500 page visits out of a set of 500 monitored websites.

6.5 Comparison with Related Work

As our attack only requires an unprivileged Android application, it is easier to perform than wiretapping attacks where the attacker observes TCP packets on the victim’s network. Considering the ease of applicability, the computational performance of the classifier, and the classification rates, our attack outperforms existing fingerprinting attacks.

Table 4 provides a comprehensive comparison of website fingerprinting attacks in the closed-world setting. For each attack, we present the attacker or the exploited information in column 2. Column 3 indicates the caching behavior of the browser. Column 4 shows the employed classifier. For the sake of brevity, we do not list the exact features that are used for classification purposes, but we refer the interested reader to the corresponding works. Column 5 shows the attacked countermeasure, where “none” refers to no specific countermeasure, “SSH tunnel” means that the client hides its network traffic through a proxy where the encrypted communication between the client and the proxy is observed, and “Tor” means that the traffic is routed through the anonymity network Tor. As most website fingerprinting attacks consider a closed-world setting, we state the number of monitored websites in column 6. Furthermore, we indicate the accuracy within the last column.

The only works in Table 4 that exploit client-side side-channel information are the work of Jana and Shmatikov [22] as well as ours. To be more precise, Jana and Shmatikov do not exploit information that relates to the TCP packet lengths. Instead, they exploit the memory footprint of the browser while rendering the monitored website. However, our approach of exploiting the data-usage statistics allows a significantly more accurate inference of visited websites.

Compared to wiretapping attacks against the anonymity network Tor, we observe that our approach of exploiting client-side information leaks yields mostly better results. Though, the works of Wang and Goldberg [39] and Wang et al. [38] achieve a rather similar classification accuracy. For instance, on a set of 100 monitored websites, they achieve a classification accuracy of 91% [39] and 95% [38], respectively. However, training their classifiers, which are based on the optimal string alignment distance and a weighted k-NN, takes a significant amount of time (608 000 CPU seconds [39]). This, however, is not feasible for every attacker. As our classifier does not require a training phase, we significantly reduce the computational effort. Our test algorithm scales linearly with the number of monitored websites and the corresponding samples, i.e., $O(|W| \cdot n)$. A naive implementation of our classifier (Algorithm 2)—without any specific optimizations—in Matlab takes a testing time of about 0.4 seconds on an Intel Core i7-5600U CPU for a set of 100 monitored websites and 5 samples per website. This testing time is comparable to the testing time of 0.7 seconds reported by Wang and Goldberg [39], but in contrast to their work we do not require an expensive training phase.

**Wiretapping vs. Side-Channel Observations.** The subtle difference between observing traffic information on the wire and the side-channel information of the data-usage statistics requires further considerations. In the wiretapping scenario it is impossible to miss single packets, whereas in the side-channel scenario the attacker might miss single packets which are then observed as one “large” packet due to the accumulation of TCP packets within the data-usage statistics. However, wiretapping attacks against Tor need to rely on the observation of padded packets only, whereas we also observe unpadded packets due to the separation of the browser and proxy application on the smartphone.

To summarize this comparison, we consider it easier to deploy a malicious application than to wiretap the victim’s network, but we trade the exact observation of single TCP packet lengths (or padded packets in case of Tor) for a slightly less accurate side-channel observation. The most significant advantage of our attack is that it only requires an unprivileged Android application and a simple (yet efficient) classifier. Thus, in contrast to wiretapping attacks, the presented attack can be deployed on a large scale. In addition, our client-side attack overcomes many limitations and assumptions of network-based fingerprinting attacks that are considered unrealistic, i.e., it is invariant to background traffic and does not require expensive training phases.
7. DISCUSSION OF COUNTERMEASURES

We now provide an overview of existing countermeasures. However, most of these countermeasures have been proposed to mitigate wiretapping attacks and, thus, we discuss the relevance of these defense mechanisms against our attack.

7.1 Existing Countermeasures

Traffic Morphing. Wright et al. [40] suggested traffic morphing, which requires the cooperation of the target web server or proxy as well as the browser. Each packet from a website is padded or split in such a way that the traffic information of the actual website matches the traffic information of a different website. As a result, an attacker observing the traffic information will most likely misclassify this website.

HTTPoS. A browser-based defense mechanism denoted as HTTP or HTTPS with Obfuscation (HTTPoS) has been proposed by Luo et al. [29]. HTTPoS focuses on changing packet sizes and packet timings, which can be done, for instance, by adding bytes to the referer header or by using the HTTP range option to fetch specific portions of websites.

BuFLO. Dyer et al. [11] presented Buffered Fixed-Length Obfuscator (BuFLO) that sends fixed-length packets at fixed intervals for a fixed amount of time. While the authors claim that BuFLO significantly reduces the attack surface, it is rather inefficient in terms of bandwidth overhead. Again, BuFLO requires the cooperation of the involved proxies. Cai et al. [4] proposed an extension denoted as Congestion-Sensitive Buffered Fixed-Length Obfuscator (CS-BuFLO).

Glove. Nithyanand et al. [32] proposed Glove, which tries to cluster similar websites according to pre-selected features. Based on these clusters, transcripts of packet sizes (denoted as super-traces) are computed, which are later transmitted whenever a page in the corresponding cluster is loaded. This super-trace is obtained by inserting, merging, splitting, and delaying packets. The major drawback of Glove is that the traces must be updated regularly, which is rather expensive.

7.2 Discussion

The above mentioned countermeasures aim at preventing website fingerprinting attacks. Nevertheless, network-level defenses do not provide effective countermeasures against client-side attacks. For instance, if the traffic is routed through the Tor network, then the traffic might be protected on the network. However, unless the browser itself is actively involved in these defense mechanisms, these countermeasures do not provide protection against client-side attackers. We demonstrated this by exploiting the data-usage statistics of browser applications that route the traffic through the Tor network. Furthermore, application-level defenses like HTTPoS might prevent such attacks at first glance, but Cai et al. [4] already demonstrated that a network attacker can circumvent this countermeasure. Besides, many network-level defenses add a significant overhead in terms of bandwidth and data consumption, which is impractical for mobile devices with a limited data plan. We consider further investigations regarding the effectiveness of countermeasures against client-side attacks as an interesting open research problem. Furthermore, new proposals for countermeasures should consider mobile devices.

Client-Side Countermeasures. Besides these proposed countermeasures, which mostly target network-level attackers, fixing fundamental design flaws of Android should be considered as absolutely necessary. Zhou et al. [44] suggested two permission-based approaches. The first one is a new permission that allows applications to monitor the data-usage statistics. The second one is to let applications define a new permission that allows applications to monitor the data-usage statistics. The second one is to let applications define a new permission that allows applications to monitor the data-usage statistics. The second one is to let applications define a new permission that allows applications to monitor the data-usage statistics.

A more general approach to prevent such side-channel attacks has been suggested by Zhang et al. [43]. The basic idea of their approach is that an application (App Guardian) pauses/stops suspicious background processes when the application to be protected (principal) is executed. This idea sounds quite appealing but still struggles with unsolved issues like a proper identification of malicious processes.

A first solution to defend against such attacks would be to update these statistics according to a more coarse-grained granularity. We stress that data-usage statistics capturing
single TCP packet lengths represents a significant threat. Updating data-usage statistics in a more coarse-grained interval, e.g., on a daily basis, should suffice for users to keep an eye on their data consumption. Future work might come up with more advanced countermeasures and the above outlined approach of App Guardian [43] definitely follows the right direction towards the prevention of such attacks. Still, we urge OS developers to address this issue immediately.

8. CONCLUSION

In this work, we investigated a new type of client-side website fingerprinting attack that exploits the data-usage statistics published by Android. We argue that incognito/private browsing modes, the READ_HISTORY_BOOKMARKS permission, and even routing the network traffic through Tor provides a false sense of privacy for smartphone users. Even though the browser itself does not store any information about visited websites and the traffic is protected while being routed through Tor, the data-usage statistics leak sensitive information. We demonstrated that any application can accurately infer a user’s visited websites without any suspicious permission. Hence, the READ_HISTORY_BOOKMARKS permission—which is supposed to protect a user’s browsing behavior—is actually irrelevant as it does not provide protection.

Compared to existing website fingerprinting attacks, our attack can be deployed significantly easier and allows for more accurate classifications of websites. The ease of applicability allows even less sophisticated attackers to perform accurate website fingerprinting attacks on a large scale, which clearly proves the immense threat arising from this information leak. As a user’s browsing behavior reveals rather sensitive information, we urge the need to address this issue on the operating system level. Furthermore, due to the simple (yet accurate) classification algorithm, real-time detection of the user’s browsing behavior in combination with sensor-based keyloggers allows for large-scale identity theft attacks which must be prevented by all means.
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